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Optimization

As ageless

as time
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A first example
Total project costs: 
optimum conditions at the intersection of two mechanisms

� Direct costs decrease with Project duration

� Indirect costs increase with Project duration

� Total costs pass through a minimum
4



A second example:
Calculus

Maximum and minimum of a continuous
smooth function is reached at a point
where its derivative vanishes.
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Optimization is Everywhere

� The more we know about something, 
the more we see where optimization 
can be applied.

� Some personal decision making:
- Finding fastest route to home or class

- Optimal allocation of time for study or 
home work

- Optimal budgeting
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Components of 
Optimization Problems

�Objective Function:A real-valued function
of one or more variables that has to be minimized
or maximized in optimization theory.

– For example, in a manufacturing process, we might want to
maximize the profit or minimize the cost.

– In fitting experimental data to a user-defined model, we
might minimize the total deviation of observed data from
predictions based on the model.

– In designing an inductor, we might want tomaximize the
Quality Factor andminimize the area.
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Components of 
Optimization Problems

�Design Variables:A set of one or more
unknowns or variables which affect the value of
the objective function.

– In the manufacturing problem, the variables might include
theamounts of different resources used or thetime spent on
each activity.

– In fitting-the-data problem, the unknowns are the
parameters that define the model.

– In the inductor design problem, the variables used define the
layout geometry of the panel.
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Components of 
Optimization Problems

�Constraints: A set of mathematical relationships
that allow the unknowns to take on certain values,
but exclude others.

– For the manufacturing problem, it does not make sense to
spend a negative amount of time on any activity, so we
constrain all the "time" variables to be non-negative.

– In the inductor design problem, we would probably want to
limit the upper and lower value of layout parameters and to
target an inductance value within the tolerance level.
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Components of 
Optimization Problems

�Feasible Solution: A combination of values of
the design variables is called a feasible solution, or
a feasible point in the case of algebraic problems,
when:
– it is a solution of the optimization problem
– it simultaneously satisfies all of the constraints, if

constraints have been established

�Feasible Region:The set in the space of the
design variables of all feasible points, which
satisfy all the constraints of the problem at the
same time.
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Goal of Optimization

Find values of the variables that
minimize or maximize the objective
function, while satisfying the
constraints.
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Are all these ingredients 
necessary?

� Almost all optimization problems have objective 
function.

� No objective function: 

In some cases (for example, design of integrated circuit 
layouts), the goal is to find a set of variables that 
satisfies the constraints of the model. The user does 
not particularly want to optimize anything so there is 
no reason to define an objective function. This type 
of problems is usually called a feasibility problem.
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Are all these ingredients 
necessary?

� Variables are essential. If there are no variables, we
cannot define the objective function and the problem
constraints.

� Constraints are not essential. In fact, the field of
unconstrained optimization is a large and important
one for which a lot of algorithms and software are
available. It's been argued that almost all problems
really do have constraints.
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What We Need for Optimization

�Models: Modeling is the process of identifying
objective function, variables and constraints. The goal
of models is “ insight” , not the numbers. A good
mathematical model of the optimization problem is
needed.

�Algorithms: Typically, an interesting model is too
complicated to be able to solve in with paper and
pencil. An effective and reliable numerical algorithm is
needed to solve the problem. There is no universal
optimization algorithm. Algorithm should have
robustness (good performance for a wide class of
problems),efficiency (not too much computer time)
andaccuracy (can identify the error) 14



Flowchart of 
Optimal Design Procedure

Need for optimization

Choose design variables

Formulate constraints

Formulate objective function

Set up variable bounds

Select an optimization algorithm

Obtain solution(s) 15

Mathematical Formulation of 
Optimization Problems

j
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Type of Constraints

� Inequality constraints: Ex.: x1
2 – x2

2 ≤ 0

� Equality constraints: Ex.: x1 = 2
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Variable Bounds

� Maximum and minimum bounds may 
apply on each design variable.

� Without variable bounds the constraints 
completely surround the feasible region.

� Variable bounds are used to confine the 
search algorithm within these bounds.

� Ex: 
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Classification 
of Optimization Problems

� Single variable vs Multi-variable

� Constrained vs Unconstrained

� Single objective vs Multi-objective

� Linear vs Non-linear

� Continuous variables vs Discrete variables
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Classifications 
of Optimization Methods

21

Local and Global Optimizers

22



Local and Global Optimizers

� A local minimizer, xB*, of the region B, is defined so
that: f(xB

*) ≤ f(x), ∀x ∈ B.
� Ex: Gradient based search methods, Newton-Rapson

algorithms, Steepest Descent, Conjugate-Gradient
algorithms, Levenberg-Marquardt algorithm etc.

� Shortcomings:
1) One requires an initial guess to start with.
2) Convergence to an optimal solution depends on the chosen initial
guess.
3) Most algorithms tend to get stuck to a sub-optimal solution.
4) An algorithm efficient in solving one optimization problem may
not be efficient in solving another one.
5) These are useful over a relatively narrow range. 23

Local and Global Optimizers

� The global optimizer, x* , is defined so thatf(x*) ≤ f(x),
∀x ∈ S where S is the search space.

� Ex.: Simulated Annealing algorithm, Genetic
Algorithm, Ant Colony, Geometric Programming,
Particle Swarm Optimization.
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